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1. Introduction

Embodied Conversational Agents (ECAs) are being used
more and more in applications involving interactions with
users. One of the major problems these applications faced is
to have the conversation last more than few second between
the users and the ECAs. The reasons for such a short dura-
tion may be manifold: after being amused and intrigued by
the ECAs, users may find rapidly the restrictions and lim-
itations of the dialog systems; they may perceive the rep-
etition of the ECAs animation; they may find the behav-
iors of ECAs to be inconsistent and implausible; etc... Re-
search in several areas has been undertaken to overcome
these shortcomings. But we believe that another aspect to
consider is the creation of special links, or bonds, that could
be established between users and ECAs. Building a rela-
tionship is linked to the notion of engagement in the con-
versation. Engagement is viewed, by Sidner et al. [25], as
“the process by which two (or more) participants establish,
maintain and end their perceived connection during interac-
tions they jointly undertake”. In our terms [10, 21], it could
be defined as “the value that a participant in an interaction
attributes to the goal of being together with the other partic-
ipant(s) and of continuing the interaction”.

Our view is that cognitive and emotional involvement
and commitment are key factors that underlie the notion
of engagement. If this is the case, then for an ECA to be
able to establish, maintain and end interactions, it must be
endowed with mechanisms that allow it to perceive, adapt
to and generate behaviors relating to attention and emo-
tion. In this paper, we will discuss some important capa-
bilities that we have been working on: we do not present a
full speaker/listener model, but rather illustrate how the con-
cepts may cluster together to form the core of such a model.

In Section 2 we will consider some of the aspects re-
quired for a complete model. We will then present the steps
involved in engagement 3. We will provide a definition of

backchannels and their properties 4.2. We will also discuss
those capabilities where we have thus far focused our re-
search efforts in Section 4.

2. Computational Domains

ECAs are entities endowed with dialogic and expressive
capabilities. They are used in interactive systems in which
they can communicate with users. Being involved in a com-
municative process involves not only the generation of signs
but also the perception of signs.

In a conversational setting, speakers and listeners are ac-
tive and synchronized participants. The speaker conveys his
goal to communicate through verbal and nonverbal means.
An ECA, when being a speaker, ought to be able to convey
communicative behaviors expressively. While the listener
perceives this communication [21]. A listener-ECA should
be able to detect, perceive and interpret behaviors.

These human-like communicative and conversational ca-
pabilities cover qualities over three main computational do-
mains (see Figure 1): perception, interaction and genera-
tion.

Within the perception domain, the ECAs have the ca-
pability to perceive the users, objects and events in
the real world, or, identically in the virtual world, to
perceive other virtual agents, events and objects [19].
They are able to perceive attentional and emotional
signals .

Within the interaction domain, ECAs have the capability
to interpret the perceived signals. While in the percep-
tion domain, ECAs are endowed with the function of
processing and filtering the signals, in the interaction
domain, they are able to interpret and be aware of the
signals. Within the interaction domain, both speaker
and listener exchange signals. The listener sends feed-
back to the speaker on how she understands, agrees,



Figure 1. Overview of the model for both
speaker and listener, with key capabilities
listed.

or even feels sympathy for what the speaker is say-
ing. The speaker looks for these feedbacks; they allow
him to adapt his discourse and communicative style by,
for example, rephrasing what he has just said if the lis-
tener has not understood something, by emphasizing,
or perhaps, by modulating what he says [25]. Adap-
tation does not involve solely feedback management,
it can be done through the imitation of behaviors [3],
by showing empathy [17], by changing discourse plan
[15].

In thegeneration domain, an ECA should be able to dis-
play expressive synchronized visual and acoustic be-
haviors.

Capabilities of ECAs, such as being friendly or emphatic,
may cover one or more of these computational models. In
particular, the modelling of engagement covers the three
main domains. The agent should show attentive behavior
and awareness when an interaction starts or should start (see
Section 4.1), identically when an interaction ends or should
end. Keeping the engagement alive requires for the speaker
to show expressive behaviors as well as to adapt to the lis-
tener’s feedback; for the listener it requires to show feed-
back on what is being said. We viewed the modelling of
feedbacks on two levels: the cognitive level (see Section
4.3) that involves the modelling of the mental states of the
interactants as well as of their goal of communicating, and
the reactive level where behaviors of an agent is triggered
based on behaviors of the other agent (see Section 4.4). In
the next section , we specify which human-like qualities an
ECA should have to be able to interact with a user or with
another agent.

3. From engagement to interaction

Actually, communication is a two-partners activ-
ity. There is a Speaker (or, more generally, a Sender, since
he may communicate through both verbal and non-verbal
means) who wants to have a Listener (or Addressee) re-
ceive some information, and to do so he produces commu-

nicative signals. But for communication to be successful,
the Addressee, in his turn, must use his resources of atten-
tion, perception and intelligence, to understand what the
Sender is trying to communicate. So, it would be point-
less for a Sender to engage in an act of communication
only to discover that his prospective Addressee does not in-
tend to use his resources to understand what he is commu-
nicating. In other words, communication is not worthwhile
if without the Addressee’s engagement.

In Human communication there are at least two moments
in which it is important for the Sender to assess the Ad-
dressee’s interest and engagement in conversation: first, at
the moment of starting a communicative interaction and,
second, when the interaction is going on, just to see whether
the Addressee is following, understanding, concerned in,
agreeing with what the Sender is saying. So there is, first,
a need to assess the possibility of engagement in interac-
tion; and then, a need of checking if engagement is lasting
and sustaining conversation.

In the construction of more and more intelligent, interac-
tional and human-like Agents, both these moments can be
reproduced and the capacities held by Human conversation-
alists should be implemented in ECAs.

When a Sender produces his communicative signals, for
communicative interaction to go on, the Addressee must go
through a number of steps:

Attention . The Addressee must pay attention to the sig-
nals produced in order to perceive, process and memo-
rize them. Of course, attention (at least intentional at-
tention) is made possible by engagement: if for the Ad-
dressee the goal of interacting with the Sender, or the
goal of getting information about that topic, has a very
low value, he will not pay much attention to what the
Sender is communicating. In the same vein, attention
is a pre-condition of all subsequent steps, which are,
thus all dependent on initial engagement.

Perception. The Addressee must be able to perceive the
signals produced by the Sender, while not being im-
paired either by permanent perceptual handicaps or by
transitory noise.

Comprehension. The Addressee must have the cognitive
capacities for literal and non-literal comprehension: he
must on the one side know the meaning attached to
each signal - for example, he must master the linguis-
tic (lexical and semantic) rules of the language used
by the Sender; and on the other side he must have the
inferential capacities to understand the indirect mean-
ings implied by the Sender, the structure of his dis-
course, his said and unsaid goals, and so on.

Internal reaction . Once the Addressee has processed the
signal and extracted the meaning of what the Sender
said, he might have internal reactions of a cognitive



and emotional kind: for example, he may find unbe-
lievable what the Sender said, or he may feel upset by
it, or amused or so. This reaction, we point out, is not
yet a communicative reaction, it is just the cognitive or
emotional consequence induced by the Sender’s says.

Decision whether to communicate the internal reaction.
Whatever the internal reaction occurred in his mind,
the Addressee can make one out of three possible de-
cisions:

1. sincere communication: he may decide to com-
municate how he really feels, that is, to commu-
nicate in his turn to the Sender his real internal re-
action; for example, if he can’t believe what the
Speaker is saying he can shake his head; if some-
thing in what the Sender said made him angry, he
can frown to show his anger;

2. deceptive communication [12, 8]: he may de-
cide to communicate an internal reaction differ-
ent from the real one. For instance, he is really
bored by the teacher’s discourse, but he nods and
raises eyebrows to show interest;

3. omission: he may decide not to manifest his in-
ternal reaction at all.

This decision whether to communicate internal reac-
tions may be driven by a number of factors, among
which the consequences of this communication, the so-
cial relationship with the Sender, his capability to com-
prehend and/or accept the Addressee’s reaction (see
[22]).

Generation. Once he decided to communicate (either sin-
cerely or deceptively) his internal reaction, the Ad-
dressee should be able to display expressive synchro-
nized visual and acoustic behaviors.

All of these processes, however, must not necessarily occur
at a completely aware level: in some cases the Addressee
may be aware of the fact and the ways of their occurrence,
but in many cases they are quite automatic. For example,
both the decision to exhibit a signal of comprehension and
its generation may be quite unreflected.

4. Detecting engagement before and during
interaction

As we mentioned, the issue of detecting engagement in
a prospective or actual Addressee is mainly relevant in two
stages of an interaction:

1. at the start, when the Sender must decide if it is worth-
while to start an interaction, and does so on the basis of
how possibly engaged/engageable he sees a prospec-
tive Addressee;

2. in the course of interaction, to monitor the level of en-
gagement of the Addressee and the effectiveness of the
interaction.

Thus far, we have focused our efforts on both these capabil-
ities that will allow ECAs to be aware of, interpret and gen-
erate important behaviors related to engagement:

4.1. Perception of Attention

Attention is a vital, if not fundamental, aspect of engage-
ment; indeed, it is doubtful that one could be considered to
be engaged to any great extent in the absence of the deploy-
ment of attention. There are many facets of attention that
are of relevance to engagement. Attention primarily acts as
the control process for orienting the senses towards towards
stimuli of relevance to the engagement, such as the speaker
or an object of discussion, in order to allow enhanced per-
ceptual processing to take place. In social terms, the voli-
tional deployment of attention, manifested as overt behav-
iors such as gaze and eye contact, may also be used for sig-
nalling one’s desires, such as to become or remain engaged
[23]. Therefore, the perception and interpretation of the at-
tentive behaviors of others is also an important factor for
managing ECA engagements in a manner consistent with
human social behavior.

This capability focuses on social perception and atten-
tion in the visual modality geared towards the opening of
an engagement. We model engagement opening as some-
thing that may start at a distance and may not initially in-
volve an explicit commitment to engage, such as the use of
a greeting utterance. In this way, the opening of the engage-
ment may consist of a subtle negotiation between the poten-
tial participants. This negotiation phase serves as a way to
communicate the intention to engage without commitment
to the engagement and has the purpose of reducing the so-
cial risk of engaging in conversation with an unwilling par-
ticipant [14].

In our model, a synthetic vision system allows our agent
to visually sense the environment in a snapshot manner.
Sensed information is filtered by social attention mecha-
nism that only allows continued processing of other agents
in the environment. This mechanism acts as an agency or in-
tentionality detector [16], so that only the behaviors of other
agents are considered in later processing. Perception then
consists of the segmentation of perceived agents into eye,
head and body regions and the retrieval of associated direc-
tion information, as well as locomotion data, from an ob-
ject database. Direction information is then weighted based
on region, so that the eyes and regions oriented towards the
viewer receive a higher weighting. This results in an atten-
tion metric for an instant of time that is stored in a short-
term memory system. Percepts from the memory system
may then be integrated on demand to provide an attention



profile spanning a time segment. Such a profile is useful for
the interpretation of the attention behaviors of others: we
link it, along with a gesture detection, to a theory of mind
module [2] in order to establish the intention of the other to
interact. Explicit commitments to interaction are only made
when an agent wants to interact and theorises that there is a
high probability that the target also wants to interact.

4.2. Backchannel

A fundamental aspect of a model for the engagement is
the definition of the behavior of listeners. In a conversa-
tion the interlocutors must provide signals in order to make
the speaker aware that they are really paying attention, lis-
tening, understanding and furthermore that they are agree-
ing or not. That is, the interlocutors are called to inform the
Sender about the smooth flowing of the processes necessary
to communicative interaction: attention, perception, com-
prehension and internal reactions. These signals are called
backchannels.

4.2.1. Defining BackchannelAccording to [7], conversa-
tion is seen as an interaction in which Speakers adopt each
other’s communicative goals. As we talk to people, we have
some “central” goals that we ask people to fulfil - to obtain
information with a question, give information with an asser-
tion, have someone do something with a request - ; but we
also have some “side” goals that we do not mention explic-
itly but that are in some way relevant to the explicit goals of
our sentences; they are called system constraints by Goff-
man [14], and control goals by Castelfranchi and Parisi [7]:
the goals of knowing if our interlocutor is following, under-
standing, if he is willing to do what we ask him to, and so
on. In other words, we need a feedback about the effective-
ness of our communicative acts, the internal reactions they
caused in the Addressee. These control goals are fulfilled
by the Addressee, sometimes, even without full awareness
or intentionality, like when he gets asleep and unwillingly
closes his eyes during our explanation; but sometimes he is
also aware that he has the goal to let us know if he is follow-
ing or if he agrees with us, that is, he generally intends to
adopt our goals. In some cases this feedback information is
provided through the direct or indirect meaning of a speech
act holding the floor for a whole speaking turn: he can ex-
plicitly say “Sorry, I didn’t understand”, or “I agree with
you”, or he can indirectly express his disagreement by in-
terrupting me, or show he understood by rephrasing my dis-
course [24]. But sometimes my control goals are adopted
by the Addressee through vocal, facial or body signals that
do not take the floor for a whole turn: these are backchan-
nel signals, which in our terms can be defined as signals
aimed at adopting a Speaker’s control goals, and, coherent
with the notion proposed by Yngve, they are given by the
listener while not taking a turn, in a way that does not inter-

fere with the conversation [27], in perfect synchrony with
the talk of the speaker. The lack of backchannel makes a di-
alogue quite difficult and unsatisfying since the speaker can-
not understand if the listener is paying attention or not; he
really needs a backchannel and, therefore, providing feed-
back is not only a matter of synchronization but also of po-
liteness [4].

There are several channels through which the listener
provides backchannel feedback. First paraverbals, sounds
such as “uh-uh” or “ah-a” or short words such as “okay”
or “right”, are very frequent and pervasive in conversations,
they do not disturb the speaker at all and make clear that the
listener is understanding and sometimes agreeing too.

4.2.2. Backchannel signalsGaze and, more generally, di-
rection of attention, is an especially important way of pro-
viding feedback and subtle signalling. In terms of engage-
ment, it can represent a useful way in which a listener may
let the speaker (and other listeners) know their level of
engagement or intention to maintain engagement without
the need to be especially explicit and interrupt the flow of
the conversation. For example, a listener that needs to dis-
engage from a conversation may still gaze at the speaker
and nod, but may start to orient their body away from the
speaker in order to pave the way for their exit. Looking
behaviors are also of vital importance. Mutual eye con-
tact, that is usually associated with increased psychological
arousal, establishes a special connection between speaker
and listener where each is the object of the others atten-
tion. As pointed out in [25], the more people share look-
ing behaviors, the more they are involved and coordinate
in the conversation. Our emphasis here is that listeners also
communicate feedback on their engagement in the interac-
tion, and can do so without the necessity to interrupt the
speaker every time. This may not necessarily involve mutual
eye contact with the speaker: during shared attention situa-
tions involving another object or entity, the listener may ac-
tually signal their engagement in the situation by directing
their attention away from the speaker and at the object in
question.

The key elements in our backchannel gaze model con-
sist of duration of and direction of attention, cued by the
eyes, head and body, and gaze duration (mutual or other-
wise) and relate closely to those in Section 4.1. It is there-
fore the task of the agent providing the backchannel to try
to send those signals that the receiver will perceive as be-
ing in line with their intention: if they wish to end the en-
gagement, they should not send signals that will increase or
maintain a strong attention profile in the other agent. In this
way, we view gaze as fulfilling a dual role in relation to en-
gagement: it provides a way of signalling ones own inten-
tion to engage or remain engaged with others, while at the
same time, as mentioned in Section 4.1, it is used to mon-



itor the gaze behaviors of others in order to establish their
intention to engage or maintain engaged.

4.2.3. Types of backchannelDepending on the type of
control goal adopted, we can distinguish backchannels of

1. attention,

2. comprehension,

3. believability,

4. interest,

5. agreement.

Further, a backchannel will be positive or negative depend-
ing on whether the Interlocutor communicates s/he is or
not attentive, understanding, believing, interested, agreeing.
Actually, the Interlocutor might pay attention but not under-
stand, understand but not believe what the Speaker is say-
ing, and might believe but not agree, that is, s/he might
think what is being said is true (plausible if compared to
the Addressee’s previous beliefs) but not right, good or ac-
ceptable (contrasting with his goals or values). Of course,
the specific backchannels produced depend on the type of
Speech Act they respond to: a signal of agreement / dis-
agreement will typically follow the expression of opinion,
evaluations, planning, while one of comprehension / in-
comprehension, a description or explanation. Moreover, in
different types of interaction, some control goals may be
more salient than others. For instance, the symmetry / a-
symmetry factor affects salience of control goals and fre-
quency of backchannels: in primary school it is very rare
for pupils to provide the teacher backchannels of agree-
ment, given the high unbalance of interactional power. Take,
again, the positive backchannel of comprehension, believ-
ability, and agreement, performed through a light closing
of the eyelids. This could be paraphrased as “ok, I am
following you” (or “I believe what you’re saying”, or “I
agree”), but with a somewhat snobbish nuance: like if say-
ing “Though being so much more important than you, I very
graciously accept to follow (believe, approve) what you are
saying”. This backchannel is typically used when the Ad-
dressee feels to have a higher status than the Sender, and
implies it is a very gracious gift for him to lower himself
and listen; so it will be used in a-symmetric interactions.
Some backchannels are polysemic, in that they may pro-
vide different types of information to the present Speaker.
But this polysemy can be accounted for thanks to a typi-
cal device through which different non-literal meanings of
the same signal stem from its primary, literal meaning [20].
For example, the frown can give a negative feedback as to
three different control goals: understanding, believing and
agreeing. A frown literally means “this is difficult (to un-
derstand)”, and thus at a first level it is a backchannel of
incomprehension; but it can also be an indirect polite way
to communicate “this belief you are communicating does

not fit with my previous beliefs, hence it is unbelievable”,
thus being a backchannel of believability; or it can mean
“it does not fit with my opinions, hence I don’t agree with
what you’re saying” - thus being a backchannel of agree-
ment. Obviously, during real interaction backchannel gen-
erally uses a combination of signals. For instance, to show
you don’t trust what is being said, a negative backchan-
nel of believability, you can incline your head while star-
ing obliquely and frowning to the Speaker: two gaze signals
combined with a head signal.

4.3. Backchannel computational models

Backchannel strongly depends on the context, the lis-
tener acts according to what the speaker tells and does
and the feedback can be more or less intentional. Previ-
ous research on bodily communication [1] has suggested
that there are different degrees of awareness and intention-
ality in gestures made by someone while interacting with
other people.
Backchannel feedback can be unaware or conscious and
to describe the possible reactions of a listener a single
backchannel model is not enough. We need two computa-
tional models, respectively a reactive model and a cognitive
model.
The reactive model generates an instinctive feedback, pro-
vided by the listener without reasoning. Usually, during a
conversation, a lot of behavioral decisions are made by the
listener, often in such a short time that he is not even aware
of them. He reacts instinctively to the speaker’s behavior or
speech, generating backchannel signals unawarely.
Instead, the cognitive model generates a reasoned feedback.
The listener consciously decides to provide a backchan-
nel feedback in order to provoke a particular effect on the
speaker or to reach a specific goal. The latter model can
be very complicated and sometimes even not applicable. In
fact, to elaborate reasoned reactions from a listener, notions
about his personality and temper are needed. If we lack such
information we have to look to the reactive model.

4.4. Reactive model

To simulate human-like quality, the gaze patterns of an
ECA should be influenced by factors such as the general
purpose of the conversation (persuasion discourse, teach-
ing...), personality, cultural root and social relations. Not
having precise information on the influence that each of
these factors may have on gaze behavior, we are trying to
find out a possible set of parameters that will enable one to
qualitatively alter the gaze behavior itself.

In our previously developed model [18] we developed
a computational model of reactive gaze behavior using
Bayesian Belief Networks. We implemented this model



Figure 2. State machine for speaker/listener

starting from statistical data reported in [5], corresponding
to the annotation of body behaviors (gaze direction, head
nods, back channels) of two subjects having a conversation.

Currently we are beginning to use a different model
based on state machines defined using HPTS++ [11]. In
this model the speaker and the listener gaze behavior is de-
scribed as shown in Figure 2. The agent can either be in a
stateS1in which he looks at the other agent or in a stateS0
in which he looks away. Some important aspects of this kind
of modelling include for example the possibility to simulate
several situations without defining complex transition tables
as it is needed for the Belief Network model. For example
if we want to calculate the gaze of a single speaker talk-
ing to multiple listeners we will just instantiate one state
machine for each one of the participants to the conversa-
tion and let the system elaborate gaze through time. More-
over the HPTS++ implementation layer will be the com-
mon ground component for all the communicative modal-
ities of the agent and will enable one to easily define rela-
tions of coordination and synchronization between them. At
the implementation level of the proposed HPTS++ model
the probabilitiesP(S0), P(S1), P(S0toS1)andP(S1toS0)that
determine the transitions (and so the gaze behavior) inside
the state machines will be dynamically calculated from the
same statistical data in [5] and by considering for each ma-
chine the actual state of all the other machines. For exam-
ple, if we want to simulate a shy agent who glances very
rapidly at the interlocutor, we will low the probability of
events S1 and S0toS1 respect to the probability of S0 and
S1toS0.

5. Related work

Past researches on ECAs have provided a first ap-
proach to the implementation of a backchannel model. K.
R. Thòrisson developed a multi-layer multimodal archi-
tecture able to generate the animation of the virtual agent

Gandalf during a conversation with an user [26]. Gan-
dalf can show and recognize information like head move-
ments or short statements, using it to perceive and gener-
ate backchannel feedback.
Another backchannel model was proposed by Cas-
sell [6] and adopted in Rea. Rea generates backchan-
nel feedback each time the user makes a pause shorter
than 500 msec. The feedback consists in paraverbals (e.g.
“mmhmm”) or head nods or a short statements such as “I
see”.

Other models have been developed for controlling gaze
behavior of ECAs conversing with other ECAs. For exam-
ple the models of Colburn et al. [9] and Fukayama et al. [13]
are based on state machines. The first one uses hierarchical
state machines to compute gaze for both one-on-one con-
versation than multiparty interactions while the second uses
a two-state Markov model which outputs gaze points in the
space derived from three gaze parameters (amount of gaze,
mean duration of gaze and gaze points while averted).

Most of the models provide a reactive feedback, the
virtual agents do not act on the base of an inner reason-
ing about what the speaker is saying or what they want
to achieve, but only on particular behaviors of the speaker
that usually in real world induce the listener to provide a
backchannel feedback.

6. Conclusion

In this paper, we have presented capabilities an ECA re-
quires to be capable of starting, maintaining and ending a
conversation. We addressed in particular the notion of en-
gagement from the point of view of the speaker and listener.
We have also presented our preliminary developments to-
ward such a model.
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